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Nature 
doesn’t have 

low-latency pitch-shifting.



Changing the pitch 
of a sound signal 

is damn hard.



Changing the pitch 
of a sound signal 

is damn hard.

Especially real-time, with 
polyphonic input.
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Inner Pitch v1 (2023) 

- 17ms latency

- Competitive and written in D  

- All the State of the Art algorithms 
are spectral aka Phase Vocoders



What does a 
Phase Vocoder 
do anyway?



spectral
transform



spectral
transform



spectral
transform

For each bin, choose one of:



Phase propagation in the Phase Vocoder

Foreach bin in the 
spectral frame



Phase propagation in the Phase Vocoder

HORIZONTAL CHOICE
Favors continuity with 
previous frame.
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Phase propagation in the Phase Vocoder

HORIZONTAL CHOICE
Favors continuity with 
previous frame.

TRANSIENT CHOICE
Favors this bin phase information.
Ignore neighbours or previous frame.

VERTICAL CHOICE
Do like strong neighbour bins do.
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End results in 2023
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End results in 2023

- Complex algorithm

- ~100 magic constants this time

- Most of the time is spent making these constants appear, and 
finding good values for them.

Such as this one.



Tuning process

Have an idea

Yes

Does it 
sound 
better?

Interactive 
tweaks,

A/B tests

Update 
baseline

No



A sort of manual gradient descent

- Need to retune already tuned constants.

- Sometimes need to kill bad concepts and 
step back in sound quality.

- Some constants are “covering up” bad 
values of other constants



A sort of manual gradient descent

- Need to retune already tuned constants.

- Sometimes need to kill bad concepts and 
step back in sound quality.

- Some constants are “covering up” bad 
values of other constants

- Human audition degrades with age



Replace this step?

Have an idea

Yes

Does it 
sound 
better?

Interactive 
tweaks,

A/B tests

Update 
baseline

No



We are living in the future.



Perceptual objective measures are a thing

ViSQOL v3 (2020)
PEAQ (1998)



Settled on visqol-rs

- written in Rust 

- based upon Google
research and AI model



Settled on visqol-rs

- written in Rust 

- based upon Google
research and AI model

My stuff is finally running through a neural network!



How would a machine know
what is “good sound”?



Audio objective measures

Original
sound

Processed
sound

Some kind 
of transform

I never tire of
listening.

visqol-rs
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“Processed sound is

94.65%
like the original,
according to AI.”

Audio objective measures
That, I evaluated.



Original
sound

Processed
sound

visqol-rs

Some kind 
of transform

“Processed sound is

94.65%
like the original,
according to AI.”

Audio objective measures
That, I evaluated.

In the codec sense, quality is 
meant as reproduction.



Source A

Pitch +7
semitones

visqol-rs

Pitch-shifting objective measure
78%

Pitch -7
semitones

Source B

Pitch -4
semitones

visqol-rs

Pitch +4
semitones

…

57% Weighted
sum



Yes, but…



You’re going to want to 
modify all my magic 
constants, right?
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You’re going to want to 
modify all my magic 
constants, right?

Well, yeah. That’s what 
optimization does.

Take a look at the 
codebase. There is no 
way to put them all in 
one place.



I see. We’ll find a way
to just add some UDAs.

Take a loot at the 
codebase. There is no 
way to put them all in 
one place.



All tuning 
variables
go here

fileA.d fileB.d

im
port im

port



Instead of gathering all parameters in 
one single place: 

- 1. Parse source file 
- 2. Regenerate source code 
- 3. Rebuild and evaluate

All tuning 
variables
go here

fileA.d fileB.d

fileA.d fileB.d

im
port im

port

Tool

modify+build



Let’s present evolve,
a solution for this problem.



evolve tool
can list
tuning 
variables
and has
semantic UDAs
for ignoring 
some
if needed.



Bring your own fitness measure.



Bring your own fitness measure.

In pitch-shifting case



Bring your own fitness measure.

Fitness program 
must return a 
fitness.xml file
with one number.



Configuration file.

Tool here: https://github.com/AuburnSounds/Dplug/tree/master/tools/evolve



4 search algorithms in evolve tool

 = Just displays
current fitness.



4 search algorithms in evolve tool

Pattern search in 
each dimension. 
Pick single best 
improvement.



4 search algorithms in evolve tool

Pattern search in 
each dimension.
Change 
immediately to 
better value.



4 search algorithms in evolve tool

A famously simple
metaheuristic
optimization
algorithm.
Typical population > 15

(source = htps://pablormier.github.io/2017/09/05/a-tutorial-on-differential-evolution-with-python/)



What will be the most useful 
algorithm in practice?

● A. gradient

● B. differential evolution

● C. whirlpool

QUIZZ QUESTION



What will be the most useful 
algorithm in practice?

● A. gradient

● B. differential evolution

● C. whirlpool

QUIZZ ANSWER



Build times are pretty slow

Rebuild

Fitness

“whirlpool” method
just makes less
evaluations and 
move on.



Build times are pretty slow

- Fitness evaluation may be fast, but it doesn’t 
matter since rebuilding is rather slow.

- Might as well have a slow fitness evalution

Rebuild

Fitness  YOU HAVE BEEN

    AMDAHL’S LAWED



Build times are pretty slow

- Fitness evaluation may be fast, but it doesn’t 
matter since rebuilding is rather slow.

- Might as well have a slow fitness evalution

Rebuild

Fitness  YOU HAVE BEEN

    AMDAHL’S LAWED

The evolve tool is applicable
where the fitness evaluation

is slow, 
such as perceptual measures.



Just 26 man-days after starting the 
automatic optimization effort, 



Just 26 man-days after starting the 
automatic optimization effort, 
sound quality had actually decreased.

📉



Everything that went wrong



A. Remember slide 33?

We proposed
to shift +N
then -N
to return close 
to the original 
sound.



We proposed
to shift +N
then -N
to return close 
to the original 
sound.

The pitch-shifter quickly learnt 
to do nothing such as to maximize 

similarity with original.

NOOP

A. Remember slide 33?



When we write programs 
that "learn", it turns out 
that we do and they don't. 

                    — Alan Perlis



B. Remember slide 19?
We said to have many 
parameters to evolve,
and that whirlpool was 
used.



We said to have many 
parameters to evolve,
and that whirlpool was 
used.

HIGH DIMENSIONS
ARE NOT ADVISED

Easy to make minor 
“progress” 
indefinitely.

B. Remember slide 19?



C. Again slide 33
Fitness evaluation
used 11 meaningful
and different 
sources to compute 
the ViSQOL v3
measure.

Each source is used
for 4 different 
shifting.
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C. Again slide 33
Fitness evaluation
used 11 meaningful
and different 
sources to compute 
the ViSQOL v3
measure.

Well, that’s not 
enough sources! 

Need more data
else overfitting.

“A typical rule of thumb is that there should be at least 
5 training examples for each dimension in the representation.”

Source: https://en.wikipedia.org/wiki/Curse_of_dimensionality



Epilogue



Had to assess each change manually

Trying idea
from ML 

Yes

Does it 
sound 
better?

A/B tests

Update 
baseline

No

machine



- Shipped in Inner Pitch v2 (Feb 2025)



Tool is on GitHub

https://github.com/AuburnSounds/Dplug/tools

Questions?

https://github.com/AuburnSounds/Dplug/tools


Bonus slide

- Hippopotamus optimization
- Squid Game Optimizer
- Political Optimizer 
- Emperor Penguins Colony 
- Dujiangyan Irrigation System 
- Cuckoo Optimization Algorithm 
- Cuckoo Search

All are real meta-heuristic algorithms.

Hippotamus algorithm,
one of the most downloaded
papers of 2024.
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